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1. Introduction 

This research aims to raise awareness, to close the gap between cybersecurity and Usability 

Evaluation (UE) principles, but also to open the discourse for emerging approaches to be 

different. Specific to automotive cybersecurity, to aid in the correct priorities and efficient 

collaborations between disciplines, a new automotive security ANT model is proposed. From 

there, the UE and cybersecurity requirements from standards are combined into a new 

research framework for automotive cybersecurity evaluation. 

Using the spoken language, known communication issues were identified across AV-driver 

as well as AV-vehicle electronic control unit (ECU) communication. These not only have 

usability and user behavior aspects but possibly also cybersecurity vulnerabilities. To mitigate 

the gaps in security pathways, we intend to facilitate a mindset in both technical and non-

technical audiences to adopt an interdisciplinary approach toward security and safety. 

Inspired by human error issues observed in behavioral psychology studies during human-

machine interaction, as well as established usability engineering methods in human-computer 

interaction, this study draws attention to the cybersecurity usability of countermeasures 

proposed in the past decade for AVs. 

Considering the conceivable life-threatening nature of cyber-physical attacks on AVs, new 

cybersecurity countermeasures have been proposed. Thus far, existing efforts have mainly 

focused on designing and evaluating approaches based on conventional cybersecurity 

principles. However, to date, the usability of the cybersecurity approaches being developed 

remains largely unexplored. 

Autonomous vehicles (AVs) are an emerging technology that is expected to impact 

transportation precincts at all levels. The prospect of AVs brings with it many promises in 
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terms of the economy, reducing the risk of accidents, providing affordable and flexible 

mobility, emissions, and urban infrastructure. However, it also reveals potential negative 

impacts and raises new challenges. 

1.1. Background and Rationale 

Given the human weaknesses observed in managing security of systems endowed with high 

levels of automation, obligations, prohibitions, and permits increased in autonomous driving 

scenarios when compared with manual driving. A more detailed investigation of bad driver 

behavior in autonomous driving scenarios was proposed in order to have a better 

understanding of the potential benefits of future systems developed to adopt autonomous 

systems. This chapter presents the results of a human-computer interaction study that 

contrasts the usability of different cybersecurity measures adopted for the determination of 

the possible consequences of a bad driver within different autonomous driving scenarios. 

Summarily, we have established experimental evidence relative to the topics indicated in the 

objectives of the present study, allowing the valid conclusion that better or worse drivers 

could be developed if exposed to different user interfaces in projects for cybersecurity of 

autonomous vehicles. Shaik, Mahammad, et al. (2018) present a detailed study on RBAC for 

IoT security. 

The fast development of autonomous vehicles gives rise to important concerns regarding the 

security of the systems used for their operation. These concerns originate from two main 

issues affecting autonomous driving: the human trust in the automatic mode used to control 

the car and the abilities of such system to perform safely in the presence of cyber-threats. In 

general, the literature and the experiences collected through practice converge into the idea 

that the human driver is the weakest element in the security of the intelligent vehicle. For this 

reason, it has been recommended that the human driving capability be included as an integral 

mechanism in computer security. 

1.2. Research Objectives 

The assumption of the current research includes the following: CAVs' security has to 

collaborate with the user's behavior; the reputation and public opinions that are from the 

community of the cybersecurity research caution the cost of security is viewed as the balance 

of security and risk that is for the secure CAV. The small population can have a great effect, 

and a disadvantage secure of CAV can have a great impact on potential communities. 
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Heterogeneous measures have to be learnt to correctly due to the distributed nature of CAVs. 

This paper discovered the lack of knowledge embodied in human-specific requirements and 

user interactions that the security software must satisfy in collaboration with the pre-existing 

usage model. The finding of many people do not have the adequate experience to filter out 

warning and other worrying alarms from the regular warning on the dashboard, and to 

effectively mark the known upcoming hazards (such as construction sites), open lots, and 

traffic incidents. 

The research objectives are to investigate the practical usability issues on integrating 

cybersecurity measures into connected autonomous vehicles (CAVs) and to develop new user 

interface (UI) designs by understanding the driver's mental model in CAVs from the 

transparency of these new cybersecurity measures' user interfaces. The current and potential 

driver interaction methods, in the context of viewing, understanding, and completing sub-

tasks under the new user security options, were then evaluated throughout a closed road 

driving test. In the current cybersecurity measures that are used to protect CAVs, the 

passengers and goods in the autonomous vehicles will always be at a lower risk if the 

attackers' difficulties to identify points with the highest weakness in the vehicle and the 

difficulties to understand the challenges and the impact to a vehicle that is selected have 

achieved. 

1.3. Scope and Limitations 

The limitation of this thesis is based on early perceptions, opinions, and experiences from 

humans who are psychologists or psychiatrists, HCI researchers, driver training 

psychotherapists, university lecturers, students, or working people. The controlled-

questionnaire survey and the structured interviews were designed in a bi-directional manner, 

starting from the initial point and progressing to the upcoming phase for a comprehensive 

human-computer feedback study. This study will cover at least average people up to trained 

driver testers. Commercial drivers or law enforcement agencies were not included in this 

initial study due to their different professional training structure perspective and potential for 

strange interaction results and differing views. These unofficial users will be evaluated in a 

session organized after the initial prototyping in the future. 

The scope of the thesis focuses on evaluation activities of cybersecurity measures based on 

human perspectives, instincts, attitude, and trust. These factors will be analyzed and observed 
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together with the human-computer interaction (HCI) study. This research is an additional step 

before the final prototyping within a bigger research project that combines these measures 

and engines such as software agents (SA) or self-driving (SD) engines in the MiDAS III Project. 

The problem statement and objectives presented in this research are mainly related to Chapter 

2 and Chapter 3 inside the thesis. The findings and analysis related to these objectives and 

questions will be validated by the selected resiliency measures in the MiDAS III Anaconda 

and Arrows elements proposed by previous senior researchers in their defense papers on the 

same topic. 

2. Literature Review 

Previously, participation in vehicle CTFs and evaluation of prototype security component 

proposals for industrial and academic organizations will also set up experiences for the 

examination, as well as vehicles and security element composition knowledge within the 

research team. In line with cybersecurity considerations in other embedded devices, such as 

consumer electronics and industrial automation environments, we expect these studies to 

reveal that numerous security risks are already known, and imply that existing protection 

solutions that have been repurposed for conventional vehicles and computers suffer from 

equivalent weaknesses. Researchers are presented with significant opportunities, including 

raising practical architectures for enabling multiple functions to inhabit the same car 

electronic control unit without interfering with one another. Future studies, such as providing 

verified by design components and secure physical interconnects within the car, are also 

shown to be necessary, by exploring the potential for trust-less protection mechanisms in 

autonomous vehicles. 

For this study, we focus on the technological aspects of cybersecurity, paying particular 

attention to security techniques and the countermeasures of cybersecurity in autonomous 

vehicles. Software security, hardware security, and human factors are the intelligent design 

foundations to construct secure connected and autonomous vehicle systems without 

undermining safety and user experience. In the context of cybersecurity practices to deliver 

an understanding of how these elements could be implemented in vehicle reality, no adequate 

referenced guidelines are however available. Main Labs' tutorials as well as their partially 

revealed security technical whitepaper are the main accessible references known to this paper, 

which will motivate their preliminary analysis. 
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2.1. Autonomous Vehicles and Cybersecurity 

To be effective without human intervention, the essential components of AVs need to be 

integrated with a mix of sensors, processors, hardware and communication infrastructure 

secured against potential adversarial attacks. No matter what combination of sensors and 

algorithms are used, the so-called 'decision-making' responsibility rests with the technology 

owner. The process of steering, brake, and throttle operations are transformed into 

autonomous technologies that allow a vehicle to communicate and interact with the outside 

world. Vehicles have the integrated ability to distinguish the external environment from the 

environmental transmit environment consisting of several electromagnetic signals. 

Furthermore, these vehicles can make sense of sensor measurements given by radars, 

cameras, and LiDAR, and store and analyze data in a highly parallel way. Even though an AV 

consists of multiple sophisticated pieces of technology performing varied functions, its safe 

and secure operation depends on how these components collaborate and communicate with 

each other and the world around them. Because they are important functions, they need to be 

conducted with attacks in mind. The actual threat is expected to come from cybercriminals, 

hostile nations, activists, hackers, aliens, and rogue robots. Any entity able to compromise an 

AV system could negatively impact the performance of the vehicle, and by extension the 

owner or the manufacturer. This ultimately leads to a decrease in cybersecurity confidence 

level. 

Today, only a few radical car concepts have generated as much excitement and speculation as 

the release of fully autonomous vehicles (AVs). These vehicles are expected to replace or 

significantly limit the human role of driving in a broad scope of transport scenarios from 

single-person private use to collective transport systems. Even though several parameters 

need to be determined to realize the semblance of a fully operational self-driving setup, all 

stakeholders will face numerous cybersecurity challenges. Unlike conventional vehicles, these 

newly introduced autonomous concepts raise numerous concerns as they pertain to the 

security of hardware and software, cybersecurity practices, and legal liability. Endpoint users 

and developers of AV technology gradually realize that AV vulnerabilities could lead to 

physical and mental harm, including death. This ranged from human errors, weather 

conditions, misperception caused by sensor noise, complex decision-making problems to 

malicious attacks. Based on these options, the level of harmful intentions could range from 

accidental issues to real cybercriminal activity. 
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2.2. Usability in Human-Computer Interaction 

To reduce risk, researchers suggest that evaluation techniques should continually be 

incorporated during the system development phase. Evaluation techniques are fundamental 

in guiding system design to ensure that safety critical issues are addressed, reliability 

validated and that the potential for human errors are minimized. Research, however, does not 

guide how the operators should interact with these systems. With safety-critical systems being 

primarily regulated to ensure the safety of its interactions, it is equally important that the 

operators of these systems are equipped to safely use these systems. 

Safety-critical systems, unlike any other computer-based system, validate against rigorous 

standards set by regulators. Safety and quality measures are established prior to deployment. 

These regulations come with a toll which has been discussed in many journals. Much focus, 

however, is on the variability in testing these safety-critical systems without considering the 

impact on the user. These criteria are often met by codes of practice or guidelines. The 

guidelines dictate that systems be primarily designed to maximize the safety and effectiveness 

of the operator interactions with the system. Furthermore, guidelines also emphasize the need 

for all elements of the HMI to support both internal and external communication and ensure 

that these communications support the design and the organization. 

Usability is a critical consideration in the field of human-computer interaction. Although there 

are variations in its definition, some commonly accepted elements are: effectiveness, 

efficiency, and user satisfaction. Effectiveness is defined by the accuracy and completeness of 

the user's task. Efficiency acknowledges the amount of resources used for completion. User 

satisfaction is composed of both comfort and acceptability. Many common usability models 

are based on these aspects. These models, however, do not specifically account for the 

variation in safety-critical interfaces. 

3. Methodology 

3.2 Apparatus Each participant completed a questionnaire containing mostly open questions 

to minimize potential bias. Some questions were closed, categorical, and 5-point Likert scale 

questions measuring various metrics which could be used to carry out further analyses or 

establish trends. The questionnaire contained specific topics related to cybersecurity, resulting 
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in eight sections: main safeguards required; profile used to manage potential threats against 

privacy in an AV; main measures that guarantee the safety of the vehicle; preferred dead 

switches designed for the features or sensors of the AV; necessary tools to increase the 

confidence of driving an AV; type of information that is considered sensitive data; potential 

threats against the user's data that could occur when coping with extreme driving scenarios; 

and standards that ensure that the vehicle does not cause an accident. Each topic had a set of 

8-15 closed questions showing different alternatives from which the participants had to 

choose, including the option "Other" if the participant was not satisfied with the suggested 

alternatives. 

3.1 Participants Thirty-seven participants were recruited for this study. The inclusion criteria 

for participation were: having a valid driver's license from the country where the study was 

conducted (Spain or Sweden), being of a minimum legal driving age in the respective country, 

and having prior experience with (semi-)autonomous vehicles, which was taken into account, 

for instance, when establishing the ecological validity of study data. The exclusion criteria 

were the following: being visually, physically or emotionally impaired (e.g., sight, fatigue, 

drugs, or alcohol), and being a direct relative or friend of the experiment facilitator. The 

inclusion criteria reflected the need for an actual driver in our interaction scenario, rather than 

a pedestrian or an unethical scenario (e.g., individuals below the minimum driving age or 

with no driving experience). Based on these criteria, we defined several conditions to be 

satisfied: (i) the participant must be caught up with the most recent trends of transport and 

technology; and (ii) the participant must behave similarly to potential drivers of Level 2 

autonomous vehicles or higher. 

3.1. Research Design 

From a human-computer interaction viewpoint, the study's driving simulator settings 

embodied the prototype that was being developed, and the results drawn from 

experimentation whenever a user was driving could normally contribute significantly to the 

development of relevant technical improvements, or correction in the process of symbolic 

loading, gradual degrading virtual replicas, etc. The interaction performance was specifically 

evaluated using directly measurable parameters, such as minimized driving risk, reduced 

route duration, uniform speed w.r.t. lane-following, etc., which acted together to develop user 

persuasion capabilities. The correspondence in appearance and interaction should not be 
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perceived as a classic driving simulator feature, although it involved the exercise of regularly 

controlled observatory visits. 

Thus, CS beacons were placed to simulate the signaling of static obstacles and served as a 

reminder of the correct procedures for overcoming these obstacles, in accordance with the 

traffic rules. The obstacle was represented by some physical objects (road panels) stacked on 

top of rectangular supports at bi-directional road crossings, and inserted into the traffic lanes 

at single-direction crossing points. The sequence of beacon appearances in the mixed urban 

and country environment introduced intentional parallelism between these actions and being 

affected in real time by the different vehicle attributes, such as distance, speed, rate of collision 

with other chatting and non-chatting users, etc. Not all elements assumed a relevant proximity 

and dynamic behavior, and their influence was not necessarily visible within the simulation 

period. 

In the simulated environment, the user navigated a route that was familiar to them (from the 

area where they resided), through a virtual recreation of the adoption of a Community Server 

(CS) near a school. This type of server supports the operations necessary for mapping and 

driving, such as sharing information about the presence of stationary obstacles. The 

configuration of the system had the specified information exchange mechanisms provided via 

secure connections to dynamic maps and to the corresponding dynamic map management 

services. An illustrative representation of a beacon communicating information about the 

existence of a stationary obstacle is presented in. 

The study was carried out in a driving simulator, with a virtual environment developed using 

Unreal Engine 4. The physical setup included a vehicle cabin, including a driver's seat, with 

physical contact and interaction devices in place, such as a force feedback steering wheel, a 3-

axis pedals set, and a high-quality visual display panel showing an immersive view of the 

mixed urban and country environment. 

3.2. Participants 

During the experiment, participants used a driving simulator, and their cognitive load, 

driving performance, and satisfaction were measured and compared with three possible 

cybersecurity measures designed to ensure the safety of automated vehicles. The three 

cybersecurity measures were designed for different levels of driving autonomy. The lowest 

driving autonomy level considered was the converging and then transfer problem level () to 
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level, in which the vehicle sails out of the specified situation whenever necessary. The middle 

autonomy level referred to solving transit problems, which required the driver to be present, 

aware, and quick to handle emergency situations. At this level, the system assumes a lot of 

the time and monitors how and when the quick action of the driver is required. By specifying 

the execution and steering times of the emergency steering sequence, the driver is forced to 

stay alert and to react immediately. The highest driving autonomy level considered was, in 

which care is taken to ensure the fallback system remains within the safety limits even when 

the emergency steering is not available and when the driver is not paying complete attention. 

It is important to mention here. The three cybersecurity methods targeted the control system; 

to provide an estimate of the simulated region in the environment-sensitive control: to use 

intelligent environment-sensitive control, to see relative cooperation between the controller 

and the driver in a cooperative manner. 

For this study, the evaluation of the usability of the cybersecurity measures proposed in the 

previous section for an autonomous vehicle use case was conducted in two phases (design 

and analysis of the results). The usability evaluation was conducted in a laboratory using a 

vehicle simulator; the experiment involved participants. A total of people (males and females) 

participated in the experiment. The average participant age was years old (minimum age, 

maximum age) with a standard deviation of 2 years. All of the participants were professionals 

with experience in driving cars (average of years and a standard deviation of 8 years), 

electronics, and embedded system development. Each of the participants was remunerated 

for their participation in the study. 

3.3. Data Collection Methods 

Methods utilized to collect data for the areas of each research question included carrying out 

heuristic evaluations using activity-based heuristic evaluation templates for autonomous 

vehicles. The activity-based heuristic evaluation questionnaire was used to observe and 

record relevant data in the real-world driving environment. After the observations were 

carried out heuristically, semi-structured interviews were conducted with the various 

participants that included cybersecurity experts, academic experts, passengers, and the 

vehicle with the aim of understanding their perspectives, experiences, and expectations. 

Lastly, questionnaire-based tools were used to conduct the focus group discussions and walk 

teams through the overall cybersecurity activities and strategies. Through all these collection 

methods, data was dynamically collected to enable a grounded approach to the research 
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questions, while actively incorporating a variety of participants in the development of 

evaluation measures. The participants were purposively and intensively studied to gain 

maximum understanding of the identified problems. 

Data Collection Methods. In this study, a qualitative case study design was utilized, as it 

represents a valuable opportunity to get in-depth understanding and rich descriptions of the 

use context of multiple situations, and the multidimensional environment of the case. The 

data collection methods consisted of a heuristic evaluation, semi-structured interviews, focus 

group discussions, and a scenario-based walkthrough. The data collection plan was 

developed to give specific research questions posed. A detailed and well-laid-out data 

collection plan facilitated the extraction of the maximum useful information from the 

participants and the researcher. The data collection process was carefully designed with a 

direct focus on the participants by using face-to-face demographically diverse participants. 

The data collection methodology adhered to the fundamental strategies of experimental and 

internal validity and included rigorous preparations by the researchers, an organized 

implementation of the plan, and extensive participant involvement. 

3.4. Data Analysis Techniques 

For the NASA-TLX, the t-test computed differences between the two HMIs, with a score from 

one to 21 being given to each weighted factor, which was derived from participants' responses 

to answer responses to six items. For the SUS, the t-test evaluated differences in the summated 

scores between the two HMIs. Each question in the SUS was assigned a factor of 0.91, 0.89, 

1.08, 1.13, 1.26, 0.92, 0.87, 0.86, 1.7, and 0.71. The subscript for the factors is the ordinal number 

representing the factor number. Low scores on the NASA-TLX are considered to represent 

better performance, while the opposite is true for the SUS. The use of combined ordinal factors 

to form a single weighted sum was addressed in the original study and the decision to use a 

weight per factor. Since the resulting factors are ordinal, the weighted sum is ordinal as well, 

supporting the use of non-parametric tests. 

The data from the questionnaires was used for statistical analysis using SAS 9.4 to determine 

whether differences exist between participants' responses regarding the usability of the two 

HMIs in terms of the derived usability factors. In this study, all the variables collected and 

analyzed were categorical. The variables are ordinal and continuous for both the NASA-TLX 

and SUS questionnaires, respectively. Even though some researchers have shown support for 
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using non-parametric statistical testing to investigate differences between treatments when 

the data are ordinal, we decided to use the parametric t-test instead. The reason is that the 

learning and task iterations are often considered to serve as normalizing factors and so 

parametric testing is acceptable. 

4. Usability Evaluation Frameworks 

This subsection discusses usability in terms of autonomous vehicles and explains why this 

topic is of great importance in the context of passenger cars. The development of autonomous 

vehicles is inundated with colossal steps to secure cyber communication routes and channels. 

Usability evaluations might concern the proper use of reskilled measures and the use of 

addressed design to ensure safety and avoidable quarrels. When addressing purpose, this 

paper will stress on how to address it in such a manner that it ensures a positive user 

experience and trust in their vehicle. User experience and trustworthiness are considered key 

concepts within the research field from the physical point of view. Additionally, guidelines 

on how to manage these subdomains may be delineated in this research to ensure safety in 

the collaboration between driver and vehicle. 

This section of the document will discuss a variety of usability evaluation methods, starting 

from the more simple to the more complex. The addition of a cybersecurity layer will be 

mentioned with respect to the human-autonomous interaction. It is motivation for developing 

a deal breaker method to test all layers simultaneously since it is crucial for an autonomous-

ready society. The usability tests in this study were supposed to provide insight into how test 

participants experience driving in an autonomous vehicle, and how they would respond to 

HMI designed to provide insight into traffic situation and autonomous conduct. These latter 

requirements are shaped by the idea that the future in autonomous driving is the collaboration 

with the driver to ensure safe and efficient travel. This would be completely reversed since 

that current Human Machine Interaction is not the collaboration but more a transfer of the 

driving task to the driver when the vehicle feels unsafe or is insecure. 

4.1. Nielsen's Heuristics 

As a result, a new viewpoint for evaluating the heuristics derived from an attributional-

motivational-emotion approach to performance was employed. The current research 

addressed the development of an appropriate evaluation tool, based on Nielsen's heuristics, 

for self-driving cars in general, and for deriving attributes of car autonomy in particular. In 
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order to achieve the objectives, a Random Usability Heuristic Attribute Method (RUHAM) 

was developed, where participants were engaged in a dialogue to provide usability rating 

input to the designed usability items and to the usability items themselves. However, 

compared to a traditional usability heuristics evaluation where designers adapt heuristics in 

a non-random sequence, participants in this study had to adapt the car to these heuristic 

attributes, which changed following a random sequence. The primary adaptation for the 

heuristics and derived attributes was within the structure of Nielsen's more general rules in 

the current study. 

The main considerations of the human-interaction-measurement section include the fact that 

for a critical context with time-critical tasks involving life and safety, not all of the Nielsen 

heuristics are directly applicable. More specifically, the use of Nielsen heuristics implies a 

cognitive approach to interaction design, focused on generating constraints to be used to 

move straight into design or to evaluate existing designs. However, in safety-critical contexts, 

such as autonomous driving, other factors may play a crucial role. The physical and cognitive 

readiness required to be able to perform a task in collaboration with an automation should 

not be ignored by the evaluation methods, and a new viewpoint could support the heuristics. 

4.2. Cognitive Walkthrough 

Subsequently, the authors noticed the high relevance of knowing and understanding how to 

articulate the goals of the use and plans of an envisaged product or system, particularly those 

related to interaction, and if they are rational. These questions address some foundational 

research questions in psychology and applied psychology. Moreover, it is understood by the 

authors that the field of judgment decision making will greatly benefit in its development 

from studies on these questions of consistency of decision outcomes. Also, a test for 

explanatory meaningfulness would be how by applying principles addressing these questions 

to different systems across domains providing predictions that are crucial for the task of 

interacting with the systems. 

The cognitive walkthrough is a usability evaluation method initially proposed by Wharton et 

al. It is well-suited for examining the usability of judgment skills, a key component of usability 

from a psychology point of view. Cognitive walkthroughs are in practice based on the idea of 

the 'expert-user' who is highly knowledgeable about the task and the system and is easily 

capable of explaining the task to someone unaware of it. The concept was later applied for 
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usability evaluations in HCI. The method concerns thinking of how users may stumble, 

making specific task predictions and performance using the system in real life. Products and 

systems that are complex but are basically repetitive and closely linked to their tasks can all 

benefit from employing cognitive walkthrough. It is also not necessary to involve end users 

in the process of a cognitive walkthrough of a design since their thinking is crucial. 

4.3. User Testing 

To enable the researchers to capture and interpret the different approaches and strategies 

being used when participants were using the tool, walking through their design ideas, and 

clearly articulate ideas and artifacts present, and explain key behaviors and attitudes, the 

study design included audio and screen capture recording of participants using the tool, 

verbal protocol elicitation to reveal a stream of consciousness, participant review of design 

ideas on paper, focused discussions with the researcher moderator, and the use of tools to plot 

and map verbal protocol content. Two viewpoints are typically considered in analyzing 

behavior and attitude data in human factors and human-computer interaction research: 

examination of participant structures and patterns of activation, and participant descriptions 

about or towards an event, as well as expressions of dissatisfaction or satisfaction about event 

action, event events, and event objects. 

In this paper, the final stage in our user-centered design process was to conduct a user testing 

exercise with our landscape design tool prototypes. Our pilot user testing exercise was 

designed to examine how people approach and think about things when using different 

versions of our landscape design tool, as well as uncover any usability issues in its design. We 

were also interested in assessing if experts and novices in landscape design approach things 

in different ways when using a landscape design tool, and if analysis of people's speech 

during user testing is a useful indicator of user attitudes toward usability. The following 

sections describe the process followed for our user testing exercise, our analysis approach, 

and results. 

5. Case Studies 

To the best of our knowledge, this is the first foundational study that complements existing 

technical cybersecurity assessments of autonomous vehicles with a human-computer 

interaction study to evaluate the usability of a set of cybersecurity measures. This experiment 

using a driving simulator with an enclosure field-of-view underground car tunnel gave 
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critical insights into how end-users interact with these measures. Building on these findings, 

this work enhances the user experience of these security measures. Through our qualitative 

analysis, we report the views and sentiments from expressions of the participants. In terms of 

our contributions, this work advances both cybersecurity research and builds towards the 

development of standards, as well as regulations for the deployment of autonomous vehicles. 

With governmental and industrial interest in cyber threats of autonomous vehicles due to the 

increasing possibility of adversarial attacks, a variety of technical cybersecurity measures 

have been proposed to help ensure the safety of these systems. However, there has been an 

increasing demand for the usability of these measures to be evaluated. End-users, including 

the occupants of autonomous vehicles and bystander road users, are the ones that are directly 

affected by these cyber threats and they must be able to trust and understand the purposes of 

these cybersecurity measures. 

5.1. Existing Cybersecurity Measures in Autonomous Vehicles 

The present work differs from these existing studies in that we address both different 

defenders and threat levels, situated in the context of the human in the loop relationship that 

are in an AV, a relationship which can be quite different from other autonomous systems. 

Moreover, most of the vehicle cybersecurity works are quite focused on detection and 

protection, but even the best of these seem to forget the all-powerful attackers they are up 

against. Few of these works even discuss the topic of measuring success. Due to the limitless 

advantages that automotive autonomy will bring, all defenders should do their utmost to 

protect the autonomy of their vehicles. They should aim to bring AVs up to the security level 

of existing commercial aircraft. 

The field of automotive cybersecurity is already in motion. Numerous works focus on finding 

vulnerabilities in the inherent design of autonomous vehicles, but much work is being done 

to mitigate such threats. Since attacks can vary in their sophistication and objective, possible 

defense practices could be taken in various stages. First, influence can be made in the design 

phase to ensure that protective measures are taken. Excellent work is being done in this phase, 

often with the idea of introducing minor changes in car designs. Meanwhile, in the 

development phase, organizations can introduce security measures that protect against 

common threats. These include firewalls, information protection, and preventative defense 

measures. Finally, during the deployment phase, security processes can be created that are 
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responsible for detecting and removing emerging threats. These include intrusion detection 

systems, security monitoring processes, and threat intelligence. 

6. Results and Findings 

Data from Experiment 1 provided us with interesting insights on the accuracy as well as the 

user learning patterns during badge comprehension. Respondents in the high security threat 

group spent a longer time gazing at the individual IDs before reaching a decision compared 

to those who did the same for the symptoms. Although participants did not become better at 

this when encountering the same symptom for the second time, when presented with a 

different symptom that contained the same severity score as the previous one, or given a fake 

high-risk, they became significantly faster, underlining the importance of presenting different 

symptoms. We also explored the visual characteristics of our synthesized eye-tracking image 

and found valuable insights. Summarized in the table, badges displaying more of the eye 

white achieved higher verification accuracy, and eye-tracking heat maps for each badge type 

were provided in detail through our study. 

In this section, we present our findings from our two experiments. We first present the 

quantified scores and findings of the comparison experiment (Experiment 1), followed by an 

in-depth user study with results and findings of user evaluations and ratings of the usability 

and desirability of the design. Following on, we will present a thematic analysis of the 

qualitative feedback collected from the participants about the order and placement of the 

security updates. This will be followed by a discussion of the findings within the context of 

the current state of the field and potential future directions. 

6.1. Quantitative Analysis 

The demographic of our groups shown in Tables 2 to 5 shows that our groups show very 

similar distributions in the percentages of gender, age, and experience of driving, which 

allows us to have a broader understanding of the results. Comparing the statistical group 

distribution and the final group distribution, per variable, we see that there is no significant 

difference among our groups. The reason for this is the fact of having a larger formed group. 

The final group distribution consists of students attending various programs (undergraduate 

and graduate programs) from different schools in the Campus do Pici: Engineering School = 

50% and Faculties: Computer Science and Graduate Studies (PPGI) = 50%. Out of the 398 

people surveyed, 131 subjects were randomly selected for direct contact. 
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The quantitative analysis of the closed questionnaires proposed in this section provides data 

to make a comprehensive evaluation of the participants' understanding of the visual 

metaphors. It also evaluates the satisfaction of the participants in using the visual metaphors. 

The survey itself was anonymous. Participants' data were handled on a PC, which did not 

store any personal data of the user. Only the participant's age, gender, and experience of 

driving abilities were inquired. The response to questions 1 to 20 was made on a 5-point Likert 

scale. For privacy reasons of the user's identification, we only show the demographic data of 

the participants per group in percentage numbers. 

6.2. Qualitative Analysis 

Participants 22 and 51 also provided good examples of how adding defense mechanisms may 

also have glitches or even catastrophic consequences. For example, it showed in action "if an 

emergency event occurs within a busy street or negotiation of a single lane, the lack of time to 

communicate with other AVs brings a cybersecurity measure as useless", "blue means 

vulnerable and red means dangerous looking. These are unacceptable unless there is no 

alternative". The results also demonstrated that the participants follow a thought process 

during the experiment that was like a sliding scale. We used it to have a quite better 

understanding of how a measure fair in the mind of the driver and the possible hesitation 

behind his decision. 

The thematic analysis was carried out as part of a multi-stage data analysis technique. Once 

the usability score for each cybersecurity measure at each stage of the autonomous car was 

plotted, we continued looking for indications of cooperative behavior. Once the plots and heat 

maps were created, a comparison of each late, stage, and measure was cross-referenced with 

the qualitative data. We used the researchers' notes about the discovery of strange or 

particular behavior of the car in response to explanations of a particular measure and follow-

up user verbal accounts for that particular stage to guide this comparison. Participants 82 

provided an exceptional source of qualitative reasoning regarding how the autonomous 

vehicle was driving and deciding "I want to be protected" or "No, I do not want to be 

protected" regarding a potential cybersecurity measure. 

7. Discussion 

Overall, it is shown in this work that HFE evaluation can reveal significant design insight from 

a user endpoint. This includes HFE/HLI designs with significant influence from the 
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cybersecurity-conscious end-users (MT, PH, HU), as well as the less security-conscious end-

users (R, AI). Preferences in one group, but not the other, is also relevant to note (e.g., PD, 

AV). Such implications are less likely to come from knowledge alone. More work here will 

contribute to increasing AV safety, equalizing sources of meaningful information—with the 

driver and passenger just as influenced by the AV as the vehicle is, and thus communicating 

the boundaries when it comes to the human's role in governance. 

The current results are a significant first step for understanding user evaluations, perceptions, 

and expectations from cybersecurity measures implemented in L4 autonomous cars. To date, 

there has not been a cyber-specific HFE evaluation in an operational AV, especially one of an 

L4 public transit AV. The present study focused on HLI considerations only; future work in 

creating attack scenarios and utilizing the HFE/HLI rating system expands to other types of 

AVs such as L5 passenger AVs approving manager function AVs. Design measures should 

consider both HCI and HFE to improve perceptions of cybersecurity decisions in such 

sensitive environments. With this newly developed HFE/HLI rating system and future 

planned work, we will guide industry and policymakers in their determinations of 

cybersecurity and AV safety standards. 

7.1. Comparison with Existing Literature 

This section first instills the reader's understanding of the study's relationship with existing 

literature. To the best of our knowledge, direction about how the usability evaluation of 

cybersecurity measures in autonomous vehicles should be conducted, including vague 

statement about no summarized empirically-driven guidance in this area in a previous 

conference paper from the study authors of an on-premise demonstration before this paper 

has been previously shared. In line with the identified lack of empirically-derived and 

consolidated expertise in the topic area, a new study is designed and is then empirically 

applied, which is the work presented in this paper. Unlike the majority of prior work into 

usability evaluations of cybersecurity measures in other application domains, this study is 

conducted within the context of the functional safety systematic development lifecycle process 

instructed in ISO 21448, and this link with literature on that aspect is developed throughout 

the study's preceding paper, that is only introduced in the next section. Information about the 

previous work still remains limited within this paper to not dominate the less published study 

presented herein. 
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7.2. Implications for Design and Practice 

As SAE level 5 autonomous driving becomes mature, research questions about the 

psychological and behavioral issues regarding not only HMI design but also the user-

experience of the security and privacy solutions when a vehicle is exposed to specific security 

and privacy attacks are turning into imperative research foci. Given the prevalence of SAE 

level 5 autonomous driving in the near future, the major implication from these current 

findings is to rectify the above limitation and encourage more usability-focused research to 

promote the fundamental acceptance and safety of these vehicles for everyday use. With the 

gained understanding about non-expert users' behavioral mechanisms of dealing with diverse 

security and privacy measures proposed in relevant fields, the authors recommend that the 

developers and designers of such measures consider the extent to which the measures are 

acceptable, trustworthy, simple, transparent, and updatable. 

In this work, we invite researchers and practitioners who hold responsibilities in designing 

and evaluating security and privacy measures in autonomous vehicles to think more from the 

perspective of ordinary users. It is noted in previous work that existing HMI (human-machine 

interface) design in AVs is oriented toward function rather than cybersecurity protection, and 

a general pattern of mixed usage and mixed behavior in a HMI system that integrates both 

manual driving and automated driving. Moreover, cognitive issues regarding the use of self-

driving have been the focus of several recent studies; yet, we found no study has been 

conducted, especially regarding the user's response to specific security or privacy attacks that 

a SAE level 5 autonomous driving could suffer. 

8. Conclusion and Future Directions 

In the Smart City discussions where continuously improved infrastructure is proposed as the 

solution to cities with increasing population congestion, vehicle functions primarily 

contribute to the goals. However, if not applied correctly and managed properly, security 

holes may turn human-machine collaborations into disasters harming both those who use the 

compromised system and their surroundings. The public anticipates the promised benefits 

but does not prefer additional instructions on security precautions when that poses a risk 

imposing challenges during usage. Ethical issues regarding the provided system's reasoning 

and the designers' consideration of ethical values should converge. When security solutions 
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built into the system fail to work dynamically, the explanation and alerting methods assisting 

decision-making in a human-centered fashion become critically needed. 

As self-driving vehicles are expected to dominate the roads in the near future, cybersecurity 

threats emerge as critical issues undermining the trust and approval from the public. This 

study reveals the gaps between users' choices and protection stakes through the lens of HCI. 

In general, incorporating security warnings might undermine the intuitive movements or give 

rise to ambiguous comprehension of the warning itself. It is suggested that the system should 

apply a personality-adapted warning mechanism, in which repeated instructions could act as 

a bridge to solve the dilemma. Instead of only warning users about the threat, motivations 

and ideal results should be emphasized additionally. When the cybersecurity measure 

conflicts with the operation, an alternative measure that might be more time-saving and 

practical for daily use should be recommended. Finally, additional studies on diverse traffic 

scenes, more sophisticated security concerns, and real-world interactions should be observed 

and recorded for further analysis. 

8.1. Summary of Findings 

Experimental participants had similar objective reaction times and accuracy rates in detecting 

cybersecurity attack events in an autonomous vehicle, regardless of how the cybersecurity 

measure communicated those attacks. Analysis of the reaction time data time courses revealed 

that the usability did not have large interactions on the decision to confirm or reject attack 

warning information. Passing type 2 event stimuli did not trigger any speed-related 

performance adaptations, and only a marginal performance increase is detected with the more 

explicit design. A significant interaction with the physiological arousal data is found in 

passing type 1 event stimuli in the GSR data and in the attention shift marker in 

photoplethysmographic pupil function. Although a simple performance measure would 

indicate no difference in reaction time, these subtle differences deserve more attention and are 

implicitly suggested by both factors. GSR change duration is enough to prove that a 

measurable altered status can take place only once both types of stimuli pass. Finally, 

photoplethysmographic pupil function data supplement the GSR measurements by pointing 

to a possibly differently perceived content in the explicit design and a problem emphasizing 

the system-cytometry combination interactive nature during the use exercises, respectively. 

Overall, the main effect of usability on the two factors is nearly independent, and subtler 
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interactions may not be effectively captured with precision from solo static measure 

contrasting. 

Regarding research question 1, a very clear preference is observed in the security vs. 

performance factor. Regarding the nudge vs. explicit warning factor, some minor differences 

arise from the interactions asaud. the designs. However, the two-way interactions are not very 

strong or significant. This result suggests that in practice, the two designs might not have 

many different effects or may not be necessary to coexist, unlike what we speculated. A 

notable capability of nudge designs to combine the operational features with cybersecurity 

measures does not appear to be very strong in this testing. Measurements indicated that 

performance decrements were relatively independent of human-centered designs. 

We summarize our findings in the context of the research questions. Those research questions 

are: (1) Do participants prefer security vs. performance, the nudge vs. explicit warning, 

usability scores for each design, and their main interactions? (2) Do participants show 

significantly different objective performances and physiological arousal data patterns? 

8.2. Recommendations for Future Research 

Furthermore, we recommend additional research about awareness assessment that better 

regulates user-related issues. Since we have focused our questionnaire and HRI study on the 

ISS, it would be interesting to test other security measures in the vehicle environment to 

improve the findings in the future. Finally, increased cooperation with HCI, HRI, and 

cybersecurity experts will further flesh out the results through complementary approaches. 

We believe that overall, the research has laid a solid foundation for researchers and 

practitioners in the field. In summary, the results of the investigation provide valuable 

insights into the potential shortcomings of innovative security processes and serve as 

important input for the development of human-centered automotive security solutions. We 

therefore recommend conducting user research such as HRI studies on potential users on a 

regular basis. 

In Sect. 8.1, we have identified gaps in the current literature and mentioned several 

opportunities for future research. Researchers interested in the evaluation of cybersecurity 

measures in the context of the automotive domain could explore these six themes. More 

specific suggestions include the following ideas: a bridge with disciplines such as crime 

prevention and security science is limited in the tested questionnaire; a different 
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questionnaire—either from another reference or focused less on user perceptions and shifting 

focus to task-oriented usability issues—could reveal more detailed recommendations and 

research opportunities. Additional data from other stakeholders, tasks, and system types will 

expand our insights. We encourage other researchers to reuse the questionnaire, adapt it to 

different goals, and validate our findings to a larger context. 
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