
Journal of AI-Assisted Scientific Discovery  
By Science Academic Press, USA  660 
 

 
Journal of AI-Assisted Scientific Discovery  

Volume 3 Issue 2 
Semi Annual Edition | July - Dec, 2023 

This work is licensed under CC BY-NC-SA 4.0. 
 

Advanced Pod Security Standards in Amazon EKS with OPA     

Babulal Shaik, Cloud Solutions Architect at Amazon Web Services, USA 

Sai Charith Daggupati, Sr. IT BSA (Data systems) at CF Industries, USA 

 

Abstract: 

As adopting cloud-native technologies and containerized applications continues to grow, 
securing Kubernetes clusters has become a top priority for organizations. Amazon Elastic 
Kubernetes Service (EKS) offers a reliable solution for managing and scaling containerized 
applications, but with the flexibility of such platforms comes the responsibility of 
implementing stringent security measures. One of the key components to maintaining a 
secure environment is adhering to best practices for pod security. Advanced Pod Security 
Standards (APSS) is an evolving framework designed to protect containers and workloads in 
Kubernetes environments from vulnerabilities and security risks. Integrating APSS with 
Amazon EKS is essential for building a more secure, compliant, and reliable container 
orchestration system. This is where Open Policy Agent (OPA) comes into play. OPA is an 
open-source policy engine that enables the enforcement of fine-grained security policies 
across Kubernetes clusters. Organizations can enforce security rules at scale by using OPA to 
implement APSS, ensuring that only secure and compliant pods are deployed and run within 
the cluster. Integrating APSS with OPA allows for automated validation & continuous policy 
enforcement, reducing the chances of security breaches and improving the overall security 
posture of the environment. This approach helps ensure that the pods are compliant with 
internal security policies and aligned with industry standards and best practices. Through this 
integration, security administrators can define policies that limit the use of privileged 
containers, enforce image signature verification, restrict network capabilities, and impose 
other security measures critical to preventing the exploitation of vulnerabilities. Furthermore, 
using OPA allows for a more streamlined approach to compliance, eliminating the need for 
manual intervention and reducing the risk of human error in enforcing security policies. 
Organizations can also continuously monitor the status of their Kubernetes workloads & 
make adjustments as needed to ensure that their environments remain secure.  
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1. Introduction 

Kubernetes has established itself as the standard for container orchestration, providing 
unmatched flexibility and scalability for containerized applications. As organizations 
increasingly adopt Kubernetes, particularly in cloud environments like AWS, securing these 
clusters has become a paramount concern. Kubernetes clusters offer a powerful platform for 
running applications at scale, but this power comes with its own set of challenges. Without 
proper security configurations, these clusters can become a target for malicious actors, 
potentially leading to serious security breaches. 

Securing Kubernetes clusters is not just about ensuring the cluster itself is secure but also 
about safeguarding the workloads that run within it. Pods, which are the smallest deployable 
units in Kubernetes, are often the primary vehicle for deploying applications. Ensuring that 
these pods are securely configured is a critical element of a robust security posture. Despite 
its many security features, Kubernetes by default does not enforce strict pod security policies, 
which can lead to potential risks if not configured correctly. This creates a need for a more 
advanced, granular approach to pod security. 

Amazon Elastic Kubernetes Service (EKS) provides a managed solution for running 
Kubernetes on AWS, allowing users to easily deploy, scale, and manage Kubernetes clusters. 
EKS offers numerous features designed to simplify Kubernetes management, but it also 
inherits the challenges of securing pods in Kubernetes. By default, EKS does not enforce strict 
pod security configurations, leaving the responsibility to users and administrators. This 
creates a potential gap in security controls, particularly for enterprises relying on Kubernetes 
for mission-critical applications. 

1.1 Pod Security Standards (PSS) Framework 

To address these challenges, Kubernetes introduced Pod Security Standards (PSS), a set of 
guidelines designed to enforce secure configurations for pods. PSS provides a baseline 
security framework that aims to prevent misconfigurations that could lead to vulnerabilities 
within the pods running on a Kubernetes cluster. These standards focus on aspects such as 
the security context of containers, the use of privileged operations, and the restrictions on 
what the container can access. The goal of PSS is to ensure that only secure, well-configured 
pods are deployed in a Kubernetes environment, reducing the risk of unauthorized access or 
malicious activity. 
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PSS has three primary levels: Privileged, Baseline, and Restricted, each offering varying 
degrees of security enforcement. The Privileged level provides minimal security controls, 
suitable for environments where the risks are understood and mitigated. The Baseline level 
strikes a balance between security and flexibility, providing a good level of protection for most 
environments. The Restricted level is the most secure, ensuring that only the most stringent 
security policies are applied, making it suitable for high-security environments. 

1.2 Advanced Pod Security Standards (APSS) 

While PSS offers a solid foundation for securing Kubernetes clusters, Advanced Pod Security 
Standards (APSS) take security a step further. APSS goes beyond the basic principles of PSS 
by introducing more sophisticated and comprehensive policies that cater to organizations 
with heightened security requirements. With APSS, organizations can implement stricter 
controls to address complex security concerns such as compliance, regulatory requirements, 
and threat mitigation. 

APSS encompasses a range of security practices, including advanced auditing, fine-grained 
access controls, & enhanced monitoring. These practices are designed to ensure that 
Kubernetes pods not only adhere to basic security standards but also meet the rigorous 
demands of modern enterprise environments. By implementing APSS, organizations can gain 
better control over their pod security posture, reduce the surface area for potential attacks, 
and ensure compliance with industry standards and regulations. 

1.3 Integrating OPA with Kubernetes for Enhanced Security 

One of the most powerful tools for enforcing APSS in Kubernetes environments is Open Policy 
Agent (OPA). OPA is a policy engine that provides flexible, declarative policy enforcement 
across various systems, including Kubernetes. By integrating OPA with Kubernetes, 
organizations can create custom policies that go beyond the default security standards and 
cater to their specific needs. This integration allows for real-time policy enforcement, 
automated compliance checks, and the ability to define and apply granular security controls 
to Kubernetes pods. 

OPA helps organizations to define policies that govern every aspect of pod behavior, from the 
containers' resource limits to network policies, ensuring that all pods are deployed in line with 
the organization’s security requirements. Through this integration, Kubernetes 
administrators can ensure that their clusters not only comply with Pod Security Standards but 
also with more advanced security guidelines, reducing the risk of security breaches in their 
environments. 

2. Overview of Amazon EKS 
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Amazon Elastic Kubernetes Service (EKS) is a fully managed service that simplifies running 
Kubernetes clusters in the cloud. With EKS, users can deploy, manage, and scale containerized 
applications using Kubernetes without needing to set up and maintain their own Kubernetes 
control plane. EKS takes care of the heavy lifting involved in managing the underlying 
infrastructure, such as patching, scaling, and ensuring high availability, allowing developers 
and DevOps teams to focus on building and deploying applications. This managed service is 
deeply integrated with AWS services and tools, providing a seamless experience for 
deploying Kubernetes workloads in the cloud. 

2.1 Key Features of Amazon EKS 

Amazon EKS offers a wide range of features that make it an attractive choice for managing 
Kubernetes workloads in the cloud. These features include scalability, security, integration 
with AWS tools, & ease of use. Let’s take a closer look at the key aspects of EKS that make it 
unique. 

2.1.1 Managed Control Plane 

Amazon EKS offers a managed control plane, which means AWS takes care of provisioning, 
scaling, and patching the Kubernetes control plane. The control plane is responsible for 
orchestrating tasks like scheduling containers, scaling the application, and monitoring the 
health of the pods and nodes. By offloading the responsibility of managing the control plane 
to AWS, developers can focus on building and deploying their applications, rather than 
worrying about the infrastructure that supports them. 

EKS ensures the control plane is highly available, with nodes distributed across multiple 
Availability Zones. This approach provides built-in fault tolerance for critical Kubernetes 
components like the API server, etcd database, and the controller manager. 

2.1.2 Scalability & Flexibility 

One of the standout features of Amazon EKS is its ability to scale applications both 
horizontally and vertically. EKS integrates seamlessly with AWS Auto Scaling and supports 
Kubernetes Horizontal Pod Autoscaling (HPA) and Vertical Pod Autoscaling (VPA). This 
flexibility allows applications to automatically adjust resources based on demand. Whether 
you’re running a simple microservice or a complex multi-tier application, EKS can 
automatically scale up or down depending on resource utilization, ensuring that the 
infrastructure matches the workload’s requirements. 

EKS clusters can span multiple Availability Zones (AZs) for increased fault tolerance and high 
availability. This means that EKS clusters are designed to withstand failures and ensure that 
your application remains highly available, even if there is a problem in one of the AZs. 
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2.2 Security in Amazon EKS 

Security is a top priority when working with any cloud service, and Amazon EKS is no 
exception. EKS integrates with a variety of AWS security services to ensure that Kubernetes 
workloads run securely. From network isolation to encryption, EKS offers a broad range of 
security features. 

2.2.1 Identity & Access Management (IAM) 

EKS uses AWS Identity and Access Management (IAM) for fine-grained access control. IAM 
allows you to manage who has access to the Kubernetes cluster and what actions they can 
perform. With IAM, you can set policies for user roles and ensure that only authorized 
individuals or services can access your EKS resources. Integration with IAM also means that 
you can leverage other AWS services, such as IAM roles for service accounts (IRSA), to 
securely assign permissions to pods running inside your EKS cluster. 

2.2.2 Encryption 

Amazon EKS offers multiple levels of encryption to protect sensitive data. EKS supports 
encryption at rest for both the etcd database (which stores the Kubernetes cluster state) and 
Kubernetes secrets. AWS Key Management Service (KMS) is used to manage encryption keys, 
ensuring that only authorized users and applications can access sensitive data. 

EKS uses Transport Layer Security (TLS) to encrypt communication between the Kubernetes 
control plane and worker nodes, ensuring that data remains secure as it moves across the 
network. This ensures that all data exchanged between components of the Kubernetes cluster 
is protected from unauthorized interception. 

2.2.3 Network Security 

Amazon EKS integrates with Amazon Virtual Private Cloud (VPC), allowing Kubernetes 
clusters to be deployed in private networks. You can define security groups, network ACLs, 
and routing tables to control the flow of traffic within your EKS cluster. This helps isolate 
workloads and minimize the risk of attacks by limiting access to only trusted services. 

EKS supports Kubernetes Network Policies, which allow you to define rules for 
communication between pods and services. This enables granular control over traffic between 
applications, ensuring that only the necessary traffic is allowed, further enhancing the security 
posture of your Kubernetes workloads. 

2.3 Integration with AWS Services 
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One of the biggest advantages of using Amazon EKS is its tight integration with other AWS 
services. This makes it easier to leverage a range of powerful cloud tools to enhance the 
performance, monitoring, and scalability of your Kubernetes workloads. 

2.3.1 Storage & Data Management 

EKS supports a range of AWS storage services, including Amazon Elastic Block Store (EBS) 
for persistent storage and Amazon Elastic File System (EFS) for shared file storage. EBS 
volumes can be mounted to pods for storage that persists across pod restarts, making them 
suitable for applications that require persistent state, such as databases. 

Amazon EFS, on the other hand, provides a scalable, fully managed file system that can be 
shared across multiple pods. This makes it a great option for applications that require shared 
access to data, such as content management systems or distributed applications. 

2.3.2 Monitoring & Logging 

Amazon EKS integrates with AWS CloudWatch, allowing you to monitor the health and 
performance of your Kubernetes clusters. CloudWatch provides detailed metrics, such as 
CPU utilization, memory usage, and request latency, to help you track the health of your 
workloads. Additionally, CloudWatch Logs can capture logs from your containers, making it 
easy to diagnose and troubleshoot issues in real time. 

EKS also integrates with AWS X-Ray, a distributed tracing service that helps you analyze and 
debug your applications by providing insights into how requests are handled across services 
in your cluster. With these tools, you can gain visibility into the performance of your 
Kubernetes workloads and quickly identify bottlenecks or issues that need attention. 

2.4 Cost Efficiency & Management 

Amazon EKS is designed to be cost-efficient for businesses of all sizes. By leveraging AWS’s 
pay-as-you-go pricing model, you only pay for the resources you use. There are no upfront 
costs, and you can scale your EKS clusters up or down as needed. This allows you to optimize 
your infrastructure costs and avoid over-provisioning. 

EKS offers a range of cost management tools, including AWS Cost Explorer, which helps you 
monitor and track your spending. This tool provides detailed reports and insights into your 
usage patterns, allowing you to identify areas where you can save on costs by adjusting 
resource allocation or using more cost-effective services. 

EKS also supports spot instances, which allow you to run non-critical workloads at a lower 
cost by leveraging unused EC2 capacity. This can significantly reduce the cost of running 
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large-scale Kubernetes clusters, especially for batch processing or other fault-tolerant 
applications. 

3. Pod Security Standards (PSS) in Amazon EKS with OPA 

The Pod Security Standards (PSS) play a crucial role in securing containerized workloads in 
Kubernetes environments. Amazon Elastic Kubernetes Service (EKS), a managed Kubernetes 
service, integrates with Kubernetes-native tools to enhance the security of workloads. Pod 
Security Standards (PSS) are a set of security best practices that help mitigate potential 
vulnerabilities associated with deploying pods within a Kubernetes cluster. In this section, we 
will delve into the core aspects of PSS, explaining their significance, structure, and how they 
can be enforced in Amazon EKS using Open Policy Agent (OPA). 

3.1 Overview of Pod Security Standards 

Pod Security Standards (PSS) are guidelines designed to establish security controls for the 
Kubernetes pod lifecycle. PSS provides different levels of security that administrators can 
apply to pods within their cluster. The purpose is to ensure that only secure and compliant 
workloads are allowed to run. PSS categorizes security controls into three primary profiles: 

● Baseline: Offers essential security controls to reduce risks while allowing greater 
flexibility. 

● Privileged: The most permissive profile with the least restrictions. 
● Restricted: The most secure profile, which enforces the strictest controls to minimize 

attack vectors. 

Each profile corresponds to different levels of pod security enforcement, and organizations 
can select the profile best suited to their operational needs. In Amazon EKS, these profiles are 
enforceable using Kubernetes admission controllers like PodSecurityPolicy (PSP) or through 
policies managed by OPA. 

3.1.1 Understanding the Role of PodSecurityPolicy (PSP) 

Before the introduction of PodSecurity admission (PSA) in Kubernetes, the PodSecurityPolicy 
(PSP) was the standard method for enforcing security controls for pods. PSP is a deprecated 
Kubernetes feature that allowed administrators to define security requirements for pods 
before they were admitted to a cluster. However, PSP lacked some flexibility and ease of use, 
and in its place, organizations are now moving towards PodSecurity admission (PSA) & 
policy enforcement through OPA. 

Even though PSP is being deprecated, its concepts are still relevant for understanding pod 
security, especially for organizations that have yet to migrate to new tools. 
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3.1.2 Open Policy Agent (OPA) Integration 

The Open Policy Agent (OPA) is a policy engine that enables fine-grained control over 
Kubernetes resources. OPA is a powerful tool for policy enforcement across various services 
and applications, and it can be integrated into Kubernetes environments to enforce complex 
policies. 

OPA can be integrated with the PodSecurity admission mechanism to provide additional 
layers of security. With OPA, administrators can create custom security policies that go 
beyond the default PodSecurity Standards, enabling the enforcement of rules that are specific 
to an organization’s security posture. 

3.1.3 Pod Security Admission (PSA) in Amazon EKS 

With the deprecation of PSP, Kubernetes introduced PodSecurity Admission (PSA), which 
integrates seamlessly with existing admission control mechanisms in Kubernetes clusters. The 
goal of PSA is to provide a flexible and robust way to enforce Pod Security Standards within 
a cluster, using the three security profiles (Privileged, Baseline, and Restricted). 

Amazon EKS supports PodSecurity admission, allowing cluster administrators to apply 
security controls at the namespace level, enabling granular enforcement. By using PSA in 
combination with OPA, organizations can enforce additional security policies tailored to their 
specific needs. 

3.2 Levels of Pod Security Enforcement 

To ensure that Kubernetes pods adhere to security standards, various levels of enforcement 
are introduced. These levels can be mapped to the three Pod Security Standards profiles 
(Privileged, Baseline, & Restricted) and enforced in Amazon EKS through different tools, 
including PSA and OPA. 

3.2.1 Baseline Profile 

The Baseline profile strikes a balance between security and flexibility. It includes fundamental 
security controls necessary to mitigate common security risks without overly restricting the 
functionality of the pod. The Baseline profile requires that certain security features, such as 
disallowing privileged containers or enforcing read-only root filesystems, are enabled, but it 
leaves room for flexibility in terms of other configurations. 

For production environments where security is a priority but flexibility and functionality need 
to be maintained, the Baseline profile is an ideal choice. Organizations can enforce the Baseline 
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profile in Amazon EKS by configuring PodSecurity admission to automatically apply this 
security standard at the namespace level. 

3.2.2 Privileged Profile 

The Privileged profile in PSS allows a high degree of flexibility but with a higher risk 
exposure. Under this profile, fewer restrictions are applied to the workloads, allowing the 
pods to have more freedom in terms of resource access and privileges. While it’s suitable for 
non-sensitive workloads or development environments where convenience takes precedence 
over security, this profile should generally be avoided in production environments, especially 
when running sensitive or critical workloads. 

3.2.3 Restricted Profile 

The Restricted profile offers the most stringent security controls. It enforces a set of security 
requirements that minimize the risk of exploitation and privilege escalation. This profile 
restricts the use of privileged containers, enforces read-only file systems, prevents running 
containers as root, and ensures that only trusted images are used. 

The Restricted profile is ideal for high-security environments where compliance, data privacy, 
and regulatory requirements are paramount. In Amazon EKS, applying the Restricted profile 
ensures that only highly secure and compliant workloads are permitted to run within the 
cluster. 

3.3 Policy Management with Open Policy Agent (OPA) 

OPA provides a highly flexible way to define and enforce policies across the Kubernetes 
environment. It allows administrators to define complex policies that suit specific security 
requirements, going beyond the basic Pod Security Standards. 

3.3.1 Policy Enforcement 

Once custom policies are created using OPA, administrators can enforce them across the 
cluster. OPA integrates seamlessly with Kubernetes admission controllers, allowing policies 
to be applied as part of the pod admission process. If a pod violates any defined policies, OPA 
can prevent the pod from being scheduled onto the cluster, effectively blocking non-compliant 
workloads before they can compromise the environment. 

OPA provides powerful features such as auditing, logging, and tracing, making it easier for 
administrators to track policy enforcement and ensure compliance with both internal and 
external security standards. 
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3.3.2 Custom Policy Creation 

Open Policy Agent enables the creation of custom policies tailored to an organization’s 
specific needs. These policies can cover a wide range of pod security requirements, such as 
restricting the usage of specific container images, requiring encryption for persistent volumes, 
or ensuring that certain security features like seccomp profiles are used. 

OPA’s flexibility is a major advantage for organizations that require more granular control 
over the pod security landscape. In Amazon EKS, custom OPA policies can be used in 
conjunction with PodSecurity admission to create a layered security strategy that aligns with 
an organization’s unique security posture. 

3.4 Best Practices for Pod Security in Amazon EKS 

To ensure that pod security is robust in Amazon EKS, organizations should adopt several best 
practices: 

● Use the Restricted Profile Where Possible: For highly sensitive workloads, always 
use the Restricted profile to enforce the strictest security controls. 

● Leverage OPA for Custom Policies: For advanced use cases, leverage OPA to define 
fine-grained, custom policies that go beyond the PodSecurity standards. 

● Regularly Review and Update Policies: Security threats evolve over time, so it’s 
crucial to regularly review and update security policies. 

● Enforce Network Policies: Ensure that Kubernetes network policies are used to isolate 
and secure communication between pods, limiting the blast radius of potential attacks. 

● Use Immutable Containers: Always use immutable container images and avoid 
running containers with elevated privileges or root access. 

By adhering to these best practices and leveraging tools like OPA and PodSecurity admission, 
organizations can maintain a secure Kubernetes environment in Amazon EKS, minimizing 
the risk of security breaches while enabling scalability and flexibility. 

4. The Role of Open Policy Agent (OPA) in Amazon EKS Pod Security 

The management of security within containerized applications has become increasingly 
important as organizations move to cloud-native technologies. With the proliferation of 
Kubernetes and managed services like Amazon EKS (Elastic Kubernetes Service), security 
must be both robust & flexible to handle complex containerized workloads. Open Policy 
Agent (OPA) plays a pivotal role in enforcing security policies in this environment, offering a 
powerful way to enforce custom rules at various stages of a Kubernetes workload lifecycle. 
This section will explore the role of OPA in enhancing pod security in Amazon EKS. 
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4.1 Introduction to Open Policy Agent (OPA) 

Open Policy Agent is a general-purpose policy engine that provides a unified framework for 
policy enforcement across various systems, including Kubernetes. By abstracting policy 
decisions from code, OPA allows users to define policies using a high-level declarative 
language called Rego. In Amazon EKS, OPA can be integrated to manage security policies for 
pods, ensuring that applications meet specific compliance and security requirements before 
they are deployed. 

OPA's role in pod security goes beyond simple configuration checks. It can enforce policies 
that govern everything from pod security contexts to network policies and access control, 
providing a holistic approach to security in a Kubernetes environment. 

4.1.1 OPA’s Role in Policy as Code 

A key benefit of using OPA is the concept of "policy as code." This allows security policies to 
be treated as version-controlled code, similar to application code. Teams can write, test, and 
deploy policies using the same version control and CI/CD practices they use for application 
development. 

Organizations can create policies that are modular and reusable across multiple Kubernetes 
clusters, ensuring that security and compliance are standardized. Additionally, since policies 
are stored as code, they can be tested, audited, and evolved over time, providing flexibility 
and agility for cloud-native environments. 

4.1.2 OPA’s Integration with Kubernetes 

OPA can be integrated with Kubernetes through a component called Gatekeeper. Gatekeeper 
is a Kubernetes admission controller that uses OPA to enforce policies during the admission 
phase of pod creation or modification. This integration ensures that only pods that adhere to 
predefined security policies can be deployed in the cluster. 

By leveraging OPA in conjunction with Gatekeeper, teams can define and enforce a wide 
variety of security policies, including restrictions on container image sources, security context 
settings, and resource allocations. Policies are evaluated dynamically, ensuring that the 
security posture of the Kubernetes cluster is maintained consistently. 

4.2 Enforcing Pod Security Policies with OPA 

Pod security policies are a critical component of containerized application security. They 
govern the configuration and permissions associated with pods, ensuring that malicious or 
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misconfigured pods cannot compromise the cluster’s security. OPA's ability to enforce custom 
pod security policies is one of the primary reasons for its adoption in EKS environments. 

4.2.1 Securing Pod Security Contexts 

The pod security context defines the settings that control the security settings of a pod, such 
as user IDs, file system access, & privileged mode. With OPA, organizations can enforce 
policies to ensure that pods adhere to best practices for security contexts. 

An OPA policy can require that all containers within a pod run as a non-root user, disallowing 
the use of privileged containers or enforcing that containers run in read-only file systems. This 
ensures that even if a container is compromised, the attack surface is minimized, and the 
ability to escalate privileges within the container is limited. 

4.2.2 Controlling Image Sources 

The use of untrusted or vulnerable container images can introduce significant security risks. 
OPA can be used to enforce policies around the sources of container images to ensure that 
only approved and trusted images are used within the Kubernetes cluster. 

Teams can define policies that check the image registry and signature to ensure that images 
come from trusted sources. Furthermore, OPA can also enforce checks that images are 
regularly scanned for known vulnerabilities before they are allowed to be deployed in the 
cluster. This helps mitigate risks from using outdated or vulnerable images and reduces the 
chances of a security breach. 

4.2.3 Restricting Host & Network Access 

Pod-to-pod & pod-to-host communications are areas where security vulnerabilities can arise. 
OPA enables teams to define policies that limit the network access and interactions between 
containers, reducing the potential attack surface. 

OPA can enforce policies that restrict the use of certain ports for communication, only 
allowing pods to communicate on a need-to-know basis. It can also limit the ability of a pod 
to access the host network or host file system, ensuring that the pod cannot directly access 
sensitive system resources. 

OPA’s policy language, Rego, allows for detailed and flexible policy definitions that can take 
into account various factors, such as the identity of the pod, labels, or namespaces, ensuring 
that only authorized pods can access certain resources. 

4.3 Managing Compliance with OPA 
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For organizations that need to meet regulatory requirements such as HIPAA, PCI DSS, or 
GDPR, OPA provides a mechanism to enforce compliance policies at the infrastructure level. 
These policies can be centrally managed and enforced across all EKS clusters, ensuring that 
compliance is maintained at scale. 

4.3.1 Continuous Compliance Monitoring 

Compliance is not a one-time task but a continuous process. OPA facilitates continuous 
monitoring of pod security in Amazon EKS clusters, ensuring that any changes to the cluster's 
configuration or workloads are continuously evaluated against predefined policies. 

With OPA, organizations can implement an automated process for continuously validating 
that deployed pods continue to meet compliance requirements. This continuous validation 
reduces the risk of non-compliance due to configuration drift and ensures that the cluster 
remains in a secure and compliant state at all times. 

4.3.2 Auditing & Reporting Compliance 

One of the key benefits of using OPA for compliance enforcement is its ability to generate 
detailed audit logs. These logs provide visibility into policy decisions, including which pods 
were allowed or denied based on specific policies. 

OPA’s integration with Kubernetes admission controllers ensures that every request for 
creating, updating, or deleting a pod is evaluated against security policies. This audit trail can 
be used for compliance reporting, allowing teams to demonstrate adherence to industry 
regulations and internal security standards. 

By automating policy enforcement and auditing, organizations can reduce the manual 
overhead of compliance reporting & minimize the risk of human error. 

4.4 Best Practices for Using OPA in Amazon EKS 

While OPA offers a powerful way to enforce policies in Amazon EKS, organizations need to 
follow best practices to ensure the effective use of OPA and avoid potential pitfalls. 

4.4.1 Automate Policy Testing & Validation 

Given the complexity of Kubernetes environments, policy testing and validation should be an 
integral part of the development pipeline. OPA policies should be tested for both correctness 
and effectiveness before being deployed in production environments. 
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Automating policy validation within a CI/CD pipeline can help identify policy violations 
early in the development process, preventing issues from reaching the production stage. This 
testing should include unit tests for individual policies and integration tests to ensure that 
policies interact as expected within the broader Kubernetes ecosystem. 

4.4.2 Define Clear & Specific Policies 

To make the most of OPA, it is essential to define clear, specific, and well-structured policies. 
Vague or overly broad policies can lead to false positives or ineffective enforcement. By 
ensuring that policies are precise & tailored to the needs of the organization, teams can 
prevent unnecessary disruptions to pod deployments while maintaining high security 
standards. 

Best practices include specifying the exact configurations that are allowed or denied, such as 
requiring specific annotations, labels, or security contexts for pods. Additionally, policies 
should be reviewed and updated regularly to adapt to changes in security requirements or 
regulatory guidelines. 

5. Advanced Pod Security Standards in Amazon EKS with OPA 

In the ever-evolving world of cloud-native applications, Kubernetes has emerged as one of 
the leading platforms for managing containerized workloads. However, as the number of 
containers and applications grows, so does the complexity of securing them. Amazon Elastic 
Kubernetes Service (EKS) simplifies running Kubernetes clusters on AWS but requires careful 
attention to security. One of the critical security aspects for Kubernetes workloads is pod 
security, ensuring that applications and their containers are properly isolated and protected 
from both internal and external threats. 

Pod security is a crucial part of this, and organizations need robust methods to enforce 
security policies for their Kubernetes pods. This is where the combination of Advanced Pod 
Security Standards (APSS) & Open Policy Agent (OPA) becomes a powerful solution. OPA 
provides a unified tool for managing policies and ensuring that the correct security controls 
are applied to Kubernetes resources, including pods. In this section, we will explore advanced 
pod security standards in Amazon EKS with OPA, diving into its key components and 
methods for implementation. 

5.1. Introduction to Pod Security Standards (PSS) 

Pod Security Standards are a set of guidelines designed to ensure that the containers running 
within Kubernetes clusters are secure by default. These standards aim to prevent running 
containers that have misconfigured security settings or permissions, which could lead to 
vulnerabilities. Amazon EKS integrates with these standards to provide enhanced security for 
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pod configurations, but to maximize their effectiveness, integrating OPA for policy 
enforcement is essential. 

5.1.1. Understanding Pod Security Standards Levels 

Pod Security Standards operate at different levels to cater to varying needs. The three primary 
levels of Pod Security Standards are: 

● Baseline: The baseline level enforces common security practices like disallowing 
privileged containers or restricting access to sensitive host paths. This strikes a balance 
between usability & security, suitable for general workloads in production 
environments. 

● Privileged: This level allows the broadest access for pods and their containers, which 
might be required for certain administrative or debugging purposes. However, this is 
often discouraged for production environments due to the potential security risks it 
introduces. 

● Restricted: The most stringent level, restricted settings, disallow nearly all 
unnecessary privileges. For instance, it might block containers from running with root 
privileges, ensuring that only the most necessary privileges are granted. This is ideal 
for workloads that handle sensitive data or require the highest levels of isolation. 

5.1.2. Pod Security Admission (PSA) in Kubernetes 

Kubernetes introduced Pod Security Admission (PSA) as a built-in feature to help enforce Pod 
Security Standards. By configuring PSA, administrators can set up specific policies for 
different namespaces in a cluster, ensuring pods meet certain security standards based on 
their level of sensitivity. While PSA offers a basic enforcement mechanism, organizations 
often require more flexibility & granularity in their security policies. This is where OPA comes 
into play. 

5.2. Integrating OPA with Amazon EKS for Advanced Pod Security 

Open Policy Agent (OPA) is an open-source policy engine that enables fine-grained control 
over cloud-native environments, including Kubernetes. By integrating OPA with Amazon 
EKS, organizations can define custom security policies beyond what is offered by Kubernetes’ 
native features. OPA works seamlessly with Kubernetes to enforce policies based on criteria 
like resource limits, image sources, and security contexts. 

5.2.1. Customizing Policies with OPA 

With OPA, you can write custom policies in Rego, a high-level declarative language. For pod 
security, these policies can cover various security aspects, such as: 
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● Ensuring that only approved container images are used 
● Requiring specific security contexts like non-root users or read-only file systems 
● Checking for network policies that limit pod-to-pod communication 

OPA allows organizations to write policies that match their unique security requirements, 
enforcing the policies during both the admission process and runtime. 

5.2.2. Policy Enforcement in Real-Time 

Once the custom policies are defined in OPA, they can be enforced in real-time as new pods 
are created or existing ones are modified. OPA intercepts API requests to the Kubernetes API 
server, evaluates them against the policies, and either allows or denies the request based on 
the defined rules. 

For example, if a pod is trying to use a container image from an untrusted registry or is 
configured with overly permissive security settings, OPA can prevent the pod from being 
scheduled on the cluster, ensuring that the security posture is not compromised. 

5.2.3. Auditing & Monitoring with OPA 

OPA also provides powerful auditing and monitoring capabilities. By logging policy 
decisions, administrators can gain valuable insights into the security posture of their 
Kubernetes clusters. This includes detailed reports on which policies were violated, by which 
resources, and the severity of each violation. This data is crucial for maintaining compliance 
with internal security standards or external regulations. 

5.3. Best Practices for Implementing Pod Security in EKS with OPA 

To implement pod security effectively, a combination of well-defined policies and consistent 
monitoring is essential. The following best practices can guide organizations in deploying pod 
security standards in Amazon EKS with OPA. 

5.3.1. Start with a Secure Baseline 

A secure baseline should always be the foundation of your security strategy. When setting up 
your Kubernetes clusters, it’s important to apply the "Baseline" level of Pod Security 
Standards to all namespaces initially. From there, you can enhance security by customizing 
the policies through OPA, ensuring that stricter measures are applied only where necessary. 

It's also important to maintain a minimal security footprint, adhering to the principle of least 
privilege. This means restricting pod capabilities, limiting access to sensitive data, and 
requiring containers to run as non-root users. 
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5.3.2. Apply Defense-in-Depth 

While enforcing Pod Security Standards through PSA or OPA is essential, it’s not enough on 
its own. Security in a Kubernetes environment requires a defense-in-depth strategy, where 
multiple layers of protection work together. This includes: 

● Secrets management: Ensuring that sensitive information like API keys or passwords 
is securely handled using tools like AWS Secrets Manager or Kubernetes Secrets. 

● Network policies: Limiting inter-pod communication and restricting traffic to 
sensitive services. 

● Resource limits: Enforcing limits on CPU, memory, and disk usage to prevent 
resource exhaustion and denial of service attacks. 

Each of these security layers complements OPA’s policy enforcement to build a more robust 
security framework for your pods. 

5.4. Advanced Pod Security Features with OPA 

OPA allows for the implementation of highly granular security controls that go beyond the 
basic security settings available in Kubernetes. Some of the more advanced features of OPA 
include: 

● Dynamic policy updates: As security threats evolve, your policies must evolve too. 
OPA enables dynamic policy updates, allowing administrators to modify security 
rules in real time without disrupting cluster operations. 

● Automated remediation: OPA can be set up to automatically adjust pod 
configurations that violate security policies. This feature can be helpful in enforcing 
compliance without manual intervention. 

● Granular audit trails: OPA’s policy decision logs provide a detailed audit trail of all 
policy evaluations and decisions, allowing for post-incident analysis and compliance 
reporting. 

6. Conclusion 

Implementing advanced pod security standards in Amazon EKS using Open Policy Agent 
(OPA) provides a robust framework for ensuring that Kubernetes workloads comply with 
security best practices. By leveraging OPA, organizations can define and enforce detailed 
policies that control which configurations are acceptable within their clusters. This can include 
policies around container images, resource requests, permissions, & access controls. OPA 
allows for continuous monitoring & validation of pod deployments, ensuring that any 
potential security vulnerabilities are caught early in the deployment process. With Kubernetes 
becoming the backbone of cloud-native applications, the security of these environments is 
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paramount, and having a tool like OPA integrated with EKS elevates the overall security 
posture of the cluster. Organizations can maintain compliance while streamlining their 
development workflows by automating policy enforcement and reducing human error. 

Furthermore, the combination of Amazon EKS with OPA simplifies the process of securing a 
dynamic and scalable containerized environment. As workloads increase and evolve, OPA’s 
policy-as-code approach allows for flexible & consistent security controls across the entire 
cluster. Integrating with EKS ensures that security practices scale seamlessly as the number of 
pods & services grows. This approach improves the security of applications and enhances 
operational efficiency, as developers are empowered to focus on building features rather than 
managing security vulnerabilities. Adopting advanced pod security standards with OPA in 
EKS helps organizations maintain a secure and compliant Kubernetes environment while 
fostering a culture of continuous improvement and proactive security management. 
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